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ABSTRACT

Imagine further a computing system that performs better ac-
cording to a user’s preferred goal the longer it runs an ap-
plication. Such an architecture will enable, for example, a
hand-held radio or a cell phone that can run cooler the longer
the connection time. Moreover, Systems on a Chip (SoC)
can draw various benefits, such as adaptability and efficient
acceleration of compute-intensive tasks from the inclusion
of reconfigurable hardware as a system component. Dy-
namic reconfiguration capabilities of current reconfigurable
devices create an additional dimension in the temporal do-
main. During the design space exploration phase, overheads
associated with reconfiguration and hardware/software in-
terfacing need to be evaluated carefully in order to harvest
the full potential of dynamic reconfiguration. Self-aware
computer systems will be capable of adapting their behavior
and resources thousands of times a second to automatically
find the best way to accomplish a given goal despite chang-
ing environmental conditions and demands. In this work we
present an attempt in presenting the key enabling technolo-
gies to realize such self-aware runtime system that can gain
benefits from the presented paradigm.

1. INTRODUCTION

Reconfiguration capabilities and hardware-software codesign
techniques are becoming just elements of a more complex
scenario. The need for a systematic approach to the design
of new architectures and systems enabling self-awareness
is motivated by some trends that have gained momentum
in the past few years. Research is pushing forward, look-
ing for complex heterogeneous, reconfigurable multi-core
architectures. In order to overcome the limits deriving by
the increasing complexity and the associated workload to
maintain such complex infrastructure, one possibility is to
adopt self-adaptive and autonomic computing systems [1].
A self-adaptive and autonomic computing system is a sys-
tem able to configure, heal, optimize and protect itself with-
out the need for human intervention. Different companies,
i.e., IBM [2, 3], Oracle [4], and Intel [5] have invested in
this research, creating several products characterized by a
self-adaptive behavior. However, a lot of work still needs

to be performed in defining effective self-adaptive and auto-
nomic architectures in the embedded system domain.

On one hand there is the increasing importance of non-
functional constraints: in the perceived value of a digital
system, features that are not completely reducible to the
functionalities are getting ever more important. Two famous
examples of such non-functional constraints are power con-
sumption and reliability, but there are many other potential
dimensions, that lie at the border of what can be called func-
tionality, that impact user experience of a digital system or
device; examples can be results accuracy, like in different
audio and video qualities for a multimedia device, or effi-
ciency in understanding human signals in interactions (as
already happens, for instance, in speech recognition soft-
ware)). Meeting such constraints (or optimizing the associ-
ated figures) is getting more and more difficult, mainly be-
cause of the exponential increase of environmental interac-
tions and conditions in which devices are required to oper-
ate.

On the other hand, devices structure evolution tends to-
wards forms of complexity characterized by the increase in
number and of complexness of interacting ”peer” elements,
at various levels (e.g.: cores on a multicore processor, con-
current programs in a multitask operating system, number
of threads within a single application). Meeting non func-
tional constraints requires, most of the times, a coordination
among all those elements, for any possible working condi-
tion. It is evident that statically foreseeing, at design time,
the actions that must be taken in order to maximize non-
functional constraint satisfaction for all the possible scenar-
ios is already way beyond feasibility. Think of the simplest
problem that control engineering faces since a long time:
controlling the temperature of a room to stay stable at a
given value, within acceptable bounds. Room temperature
can be determined or influenced by a plethora of different
factors: outside weather, windows being open or closed, the
presence of persons inside the room and so on. Knowing all
such factors in advance is of course impossible. The concep-
tual solution developed was the closed loop control: the sys-
tem reacts to deviations from the goal (differences between
the temperature set and that measured) with actions some-
how proportional to that distance (injecting thermal power



in the room).

The user of the control system just sets the goal, then the
system dynamically and automatically reacts, adapting itself
to the new conditions. This control task example can be used
as a metaphor for the motivations towards implementation
of the self-aware adaptive systems that are the focus of this
project: as the temperature controller exploits information
on its state and on the environment to pursue a goal that is
dependent on a set of factors non foreseeable at design time,
so should be able to do, on a much higher, behavioral level,
embedded systems.

2. CONTEXT DEFINITION

Resources such as quantities of transistors and memory, the
level of integration and the speed of components have in-
creased dramatically over the years. Even though the tech-
nologies have improved, we continue to apply outdated ap-
proaches to our use of these resources. Within this con-
text, imagine an interaction capability of digital systems by
which designers and users can specify their desired goals
rather than how to perform a task, along with constraints
in terms of an energy budget, time, or simply a preference
for an approximate answer over an exact answer. Imag-
ine further a computing chip that performs better accord-
ing to a user’s preferred goal the longer it runs an applica-
tion. Such an architecture will enable, for example, a hand-
held radio or a cell phone that can run cooler the longer
the connection time. Or, a system that can perform reliably
and continuously in a range of environments by tolerating
hard and transient failures through self healing. Self-aware
computer systems will be capable of adapting their behavior
and resources thousands of times a second to automatically
find the best way to accomplish a given goal despite chang-
ing environmental conditions and demands. Such a capa-
bility would benefit a broad spectrum of computer systems
from embedded systems to supercomputers and is particu-
larly useful for meeting power, performance, and resource-
metering challenges in mobile computing [6, 7], grid and
cloud computing [8, 9, 10], multicore computing [11, 12,
13], networks [14, 15], self-healing systems [16, 17, 18],
complex distributed Internet services [19, 20, 21], distributed
system [22], operating systems [23, 24, 25, 3, 26], and adap-
tive and dynamic compilation environments [27, 28].

3. RUNTIME SELF-AWARE SUPPORT

The operating system is in charge of choosing at runtime
between the set of possible implementations (a software one
or one of the available hardware implementations) accord-
ing to different criteria, such as the available area (set of re-
sources) on the FPGA, input data type and dimension, func-
tionalities already implemented and available as hardware

components. The runtime decision of the most suitable im-
plementation (software or reconfigurable hardware) due to
runtime conditions, allows this work to be considered as an
attempt to the define a self-aware computing system. The
operating system answers a request for a functionality by
choosing a runtime the best implementation. Best does not
mean the optimal solution but the one that can guarantee
the best performance considering all the runtime conditions
in which it has to be executed. Considering the scenario
where an hardware solution is chosen as the best implemen-
tation, the corresponding hardware module has to be loaded
by configuring the IP-Core on the FPGA and by creating a
communication channel between the module and the soft-
ware application in a transparent way. As a consequence,
the IP-Core becomes accessible from the userspace when
the control is returned to the user application. The online
adaptability of the overall system is implemented in the OS
by means of kernel modules implementing a closed control
loop, called Self-Aware Support in Figure 1, and an Adap-
tive library. The Self-Aware support kernel extension, lo-
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Fig. 1. The overview of a Self-Aware systems where the
operating system is in charge on managing the online adap-
tation of the applications and of the underline architecture.

cated between the userspace and the physical architecture,
performs the online adaptation of the system, providing a
common interface for software applications and hardware
developers. Each software application communicates with
the kernel using the API of the reconfiguration library, which
allows also the access to the hardware component that phys-
ically implements specific functionalities, once they have
been configured on the FPGA by the operating system.

4. EXPERIMENTAL RESULTS

We designed a self-aware implementation [29] of the GNU/Linux
operating system able to monitor itself to take autonomous
decisions on the best implementation for the demanded func-
tionalities. Each software application, also named process,
can issue one or more system calls in order to require a spe-
cific functionality, which may be available either as a classi-
cal software library, as an adaptive software, or as hardware



IP-Cores, or all of them. The operating system is in charge
of choosing among the software or the hardware implemen-
tation according to different criteria, such as the amount of
free area on the FPGA, or the dimension/number of data that
has to be processed.

The case study that we would like to present, belongs
to the cryptographic application domain. A cryptographic
reconfigurable architecture, implementing the Data Encryp-
tion Standard, has been designed to evaluate the performance
of the run-time decision of the best implementation for any
demanded task. The proposed case study, as shown in Fig-
ure 2, compares the performance of different implementa-
tions of the DES algorithm. The FPGA-based solutions have
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Fig. 2. Performance, in execution time, of the different im-
plementations of the DES algorithm.

been implemented on a Xilinx Virtex-II Pro working with
at 100MHz, while the data regarding the software solution
has been taken using an Intel Pentium Dual Core working at
1.60GHz with Linux (kernel 2.6.27). Three different FPGA
implementations have been implemented:

• SW: the DES algorithms has been executed in soft-
ware on the processor on the FPGA;

• RHW: the algorithm has been implemented as a re-
configurable component and finally;

• CRHW: the reconfigurable component was already con-
figured on the FPGA and ready to be used.

To optimize the execution time of a functionality, it is im-
portant for the operating system to be able to choose the
best implementation at runtime. Therefore, the OS has not
only to be able to understand on which scenario of the graph
shown in Figure 2 it is working, but to foresee the impact of
its decision on future calls. This will lead the OS to choose
the most appropriate implementation for the demanded task,
that may not lead to the best performance to that specific
call, but that may provide better performance to the next
ones.

In a scenario were we have enough area on the FPGA to
configure the HW implementation of the DES algorithm, for

a call on at least 3001 blocks, it is not always the best deci-
sion to go for the Intel Dual Core solution even if we do not
have the core algorithm already implemented as an HW IP-
Core. To explain this situation we can consider the scenario
characterized by two calls of the DES algorithm, the first one
on 1000 blocks and the second one on 400. As shown in Fig-
ure 2, the best implementation, when the HW IP-Core has
not been already configured on the FPGA, is the Dual Core
one. Within this scenario, where the system has no knowl-
edge of future calls (it is not aware of the fact that after the
1000 call it will serve a 400 one), the OS will always choose
the Dual Core implementation of the DES. This is the so-
lution already implemented in literature in different works
[30, 31]. On the contrary, considering the history of the pre-
vious calls, the performance information of all the possible
implementations, and the probability of receiving a certain
call, our system will choose the reconfigurable HW solution
(reconfiguration of the IP-Core and its execution) for the first
call, since it will be payback for each consecutive call on at
least 400 blocks. Table 1 presents the comparison between
the two different approaches.
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